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ADMINISTRATION

Terminology
The definitions below are for the purposes of this discussion paper only.

« Artificial Intelligence (Al): A branch of computer science, statistics, and engineering that uses
algorithms or models that exhibit behaviors such as learning, making decisions, and making

CENTER FOR DRUG EVALUATION AND RESEARCH prediCtions'
Artificial Intelligence « Machine Learning (ML): A branch of Al that provides systems with the ability to develop
in Drug Manufacturing models through analysis of data without being explicitly programmed and to improve based on

data or experience.

« Model: An abstract description of a physical system in any form (including mathematical,
symbolic, graphical, or descriptive) that represents a certain aspect of that physical system.

« Cloud Computing: A model for enabling ubiquitous, convenient, on-demand network access to
a shared pool of configurable computing resources (e.g., networks, servers, storage,
applications, services) that can be rapidly provisioned and released with minimal management
effort or service provider interaction.s

DiscussioniPaper | 2023

https://www.fda.gov/media/165743/download

cdisc



FDA Al in Drug Manufacturing: Potential Applications

The potential applications of Al
e in pharmaceutical manufacturing

« Process Design and Scale-up: Al models such as machine learning—generated using
process development data—could be leveraged to more quickly identify optimal processing
parameters or scale-up processes, reducing development time and waste.

« Advanced Process Control (APC): APC allows dynamic control of the manufacturing process
to achieve a desired output. Al methods can also be used to develop process controls that can
predict the progression of a process by using Al in combination with real-time sensor data. APC

CENTER FOR DRUG EVALUATION AND RESEARCH approaches that combine an understanding of the underlying chemical, physical, and biological

Art1f1c1al Intelligenc e Ilranstfmations <_)ccurring in the manufacturing process with Al techniques avre expected to see

increasing adoption and have already been reported by several pharmaceutical manufacturers.

in Drug Manufacturing

« Process Monitoring and Fault Detection: Al methods can be used to monitor equipment and
detect changes from normal performance that trigger maintenance activities, reducing process
downtime. Al methods can also be used to monitor product quality, including quality of
packaging (e.g., vision-based quality control that uses images of packaging, labels, or glass
vials that are analyzed by Al-based software to detect deviations from the requirements of a
product’s given quality attribute).

« Trend Monitoring: Al can be used to examine consumer complaints and deviation reports
containing large volumes of text to identify cluster problem areas and prioritize areas for
continual improvement. This offers the advantage of identifying trends in manufacturing-related
deviations to support a more comprehensive root cause identification. Al methods integrated
with process performance and process capability metrics can be used to proactively monitor
manufacturing operations for trends. These methods can also predict thresholds for triggering

https://www.fda.gov/media/165743/download corrective and preventive action effectiveness evaluations.

cdisc

DiscussioniPaper | 2023
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March 2024

Artificial Intelligence
& Medical Products:

How CBER, CDER, CDRH, and OCP
are Working Together

March 2024

https://\g/\zvhw.fda.gov/media/ 177030/download

cdisc

Advance the Development of
Regulatory Approaches that
Support Innovation

Foster Collaboration to
Safeguard Public Health

Area of Focus

Promote the Development of
Harmonized Standards, Guidelines,
Best Practices, and Tools

Support Research Related to
the Evaluation and Monitoring
of Al Performance



FDA precisionFDA: Moving into Cloud
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An Introduction to Project PRISM:
precisionFDA Regulatory Information
Service Module

precisionFDA

A Regulatory Cloud Collaborative Initiati ) . .
LI B S s R ATO’d Cloud Platform for Regulatory Science and Review

Virginia “Ginny” Hussong
Branch Chief, Data Standards Gold-standard for multi-omics

. . ) bioinformatics reference data and
Center for Biologics Evaluation and Research § apps
US FDA

Oct. 2023 Regulatory-grade Reference platform for RWD
web service [ CDMH ] [ precisionFDA»e( ] [ GSRS ] informatics and RWE in regulatory
submission
Presentation for RAPS Convergence 2023 Ml:;A Y GDPR Em Secure platform for interactive
Session on “Regulatory Collaboration Through Cloud Platforms” @ ;eggé‘f"“:ﬁ regulatory review
Montreal, Canada
October 5, 2023 Bridges system boundaries to SN
enable secure data exchange ':E:El @ Fearap
=3 Tic

[ On Prem J [ GovCloud ]

Cdi.sc preoisionFDAiﬁ:.-"f



FDA Al & ML in Drug & Biological Products

U.S. FOOD & DRUG

ADMINISTRATION

May 2023

Using Artificial Intelligence
& Machine Learning

in the Development of
Drug & Biological Products

Discussion Paper and Request for Feedback

https://www.fda.gov/media/167973/download?attachment
e

cdisc
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Al Applications in Different
Drug Discovery & Development Stages




l. Discovery Il. Nonclinical IV. Post-Market Safety
& Development Research Monitoring

Safety

2] k
Compounds iomarkers Stability

Expression Profile
Genetic Association Drug
Labels

Omics

Figure 1 Overview the advantages of Al/ML can take for the data generated from the different stages of drug discovery and development. The omics data
. in the stage | and Il can help screening compounds and biomarkers. Clinical trial data in stage Il not only can assist to predict clinical outcomes but also
....support to generate drug labels. Drug labels in the stage IV provide the important drug information for the public health.

-8 S Al Empowers the Assessment of Hepatotoxicity Potential and Clinical Endpoints in Different Stages of Drug Discovery and Development
Minjun Chen, Zhichao Liu, Joshua Xu, Thomas J Pedersen, Byron Wingerd, Meichen Dong, Nicholas Mann, Weida Tong, Russell D Wolfinger, and Wenjun Bao™
Accepted in the book: Advance of Atrtificial intelligence (Al) in Biomedical Science 2024.



Al Applications
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o

‘? “'Figure 2. Overview Al/ML tools in different drug discovery and development. Natural language processing to convert drug labels in stage IV to document frequency matrix.
... XGBoost tools employ omics data in stage | and Il, information in stage lll, and document frequency matrix in stage IV to predict drug responses, clinical outcomes and
~ hepatotoxicity (DILI) respectively.
Al Empowers the Assessment of Hepatotoxicity Potential and Clinical Endpoints in Different Stages of Drug Discovery and Development
Minjun Ch.eprhichao Liu, Joshua Xu, Thomas J Pedersen, Byron Wingerd, Meichen Dong, Nicholas Mann, Weida Tong, Russell D Wolfinger, and Wenjun Bao*
Cd Isc Accepted in the book: Advance of Artificial intelligence (Al) in Biomedical Science 2024.



s  <ANVIDIA Products Solutions Industries For You Shop  Drivers  Support Q ®

What is XGBoost? https://www.nvidia.com/en-us/glossary/xgboost/

* XGBoost, which stands for Extreme Gradient Boosting, is a scalable, distributed gradient-boosted decision tree (GBDT) machine learning library. It provides parallel tree boosting and is
' the leading machine learning library for regression, classification, and ranking problems.

':-:' It's vital to an understanding of XGBoost to first grasp the machine learning concepts and algorithms that XGBoost builds upon: supervised machine learning, decision trees, ensemble
-~ learning, and gradient boosting.

e <ANVIDIA. Products Solutions Industries For You Shop Drivers  Support Q @

-Why XGBoost?

XGBoost gained significant favor in the last few years as a result of helping individuals and teams win virtually every Kaggle structured data competition. In these competitions,
companies and researchers post data after which statisticians and data miners compete to produce the best models for predicting and describing the data.

Initially both Python and R implementations of XGBoost were built. Owing to its popularity, today XGBoost has package implementations for Java, Scala, Julia, Perl, and other languages.

These implementations have opened the XGBoost library to even more developers and improved its appeal throughout the Kaggle community.

XGBoost has been integrated with a wide variety of other tools and packages such as scikit-learn for Python enthusiasts and caret for R users. In addition, XGBoost is integrated with
distributed processing frameworks like Apache Spark and Dask.

In 2019 XGBoost was named among InfoWorld's coveted Technology of the Year award winners.



Text Explorer + XGBoost in JMP Pro
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FIGURE 1

Overview of text document analysis procedure. Natural Language Processing (NPL) generates term frequency matrices that are used to predict DILI
indicator with cross validation. Optimized XGBoost models produce statistical performance metrics, important terms to DILI, and confidences about
prediction.

Chen M, Wu Y, Wingerd B, Liu Z, Xu J, Thakkar S, Pedersen TJ, Donnelly T, Mann N, Tong W, Wolfinger RD, Bao W*.
Automatic text classification of drug-induced liver injury using document-term matrix and XGBoost.
Front Artif Intell. 2024 Jun 3;7:1401810.
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Post-Market Safety with Drug Labels for Classifying DILI

BERT (Bidirectional Encoder Representations from Transformers) by Google

A Document classification models for comparison

IDeep learning-based model Hybrid deep learning-based model | | based model

| - context classification module | - context classification module i - string searching using

| (BERT for NER) i1 (stringfitter) i\ pre-defined DILI keywords |
| - sentence classification module | ! - sentence classification module | ~-------mmemomeoooooos >
| (BERT fortextclassification) ||  (BERT for text classification)

B Selected prescription drugs

representative FDA representative EMA

labeling documents
(N =750

labeling documents
(N = 540)

select drugs not included
in the FDA training data

Text in the “Warnings and Text in the “Special warnings and
Precautions” section precautions for use” section
3 Cross-agency
Training documents: Test documents validation SooUriET S
[ (N = 600) J [ (N =150) ] i I=

Training sentences | [ Development sentences
(N =23,401) (N =5,851)

.,a.mgl ul

binary DILI classification model
for FDA labeling

model evaluation
Context classification module: using test documents
- string filter or BERT NER model Val ACC 0.81

BERT sentence classification module

model evaluation
using y documents

FIGURE 1

Quorum flowchart describes the study design. (A) Drug labeling document classification models developed and
compared in this study: (B) The study design of model training and evaluation using FDA labeling documents and

model validation using EMA labeling documents.

Wu'Y, Liu Z, Wu L, Chen M, Tong W.
Cd lsc BERT-Based Natural Language Processing of Drug Labeling Documents: A Case Study for Classifying Drug-Induced Liver Injury Risk.
Front Artif Intell. 2021 Dec 6;4:729834.



Post-Market Safety with Drug Labels for Classifying DILI

Text Explorer + XGBoost in JMP Pro
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FIGURE 1
Overview of text document analysis procedure. Natural Language Processing (NPL) generates term frequency matrices that are used to predict DILI
indicator with cross validation. Optimized XGBoost models produce statistical performance metrics, important terms to DILI, and confidences about
prediction.

Chen M, Wu Y, Wingerd B, Liu Z, Xu J, Thakkar S, Pedersen TJ, Donnelly T, Mann N, Tong W, Wolfinger RD, Bao W*.
cdi.sc Automatic text classification of drug-induced liver injury using document-term matrix and XGBoost.
Front Artif Intell. 2024 Jun 3;7:1401810.
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Home / Dataset-JSON

Dataset-JSON

Pilot Specification

CDISC and PHUSE are delighted to announce a new pilot project ai
submissions. This pilot builds upon the considerable amount of wc

regulatory authorities.

The pilot will be split into short-term goals of the acceptance of Dz

of the future strategy relating to the adoption of advanced Datasef
Milestone 1: Short-Term

¢ Pilot submissions using the JSON format with existing XPT i
¢ Same content, different suitcase, no disruption to business |
o In parallel, evaluate with the FDA how their toolset can supp

Milestone 2: Development of Future Strategy

o Evaluate how current and future industry standards can ben:
o Evaluate combining metadata with data (e.g., Define-XML /
e Enhanced conformance rules

¢ Collaborate with the FDA to develop plans to retool their em

https://www.cdisc.org/dataset-json

)

® LL L

cdisc

New to CDISC Standards Education Resources Events Membership

[ X X
C I SC New to CDISC Standards Education Resources Events Membership

Home / Dataset-JSON

Dataset-JSON

Pilot Specification

Dataset-JSON was released as part of ODM v2.0 in 2023. Dataset-JSON version 1.1 is currently under development and will be published as an independent standard.

Dataset-JSON was adapted from the Dataset-XML Version 1.0 specification but uses JSON format. Like Dataset-XML, each Dataset-JSON file is connected to a Define-XML
file that contains detailed information about the metadata. One aim of Dataset-JSON is to address as many of the relevant requirements from the PHUSE 2017 Transport for

the Next Generation paper as possible, including the efficient use of storage space.
Dataset-JSON uses lowerCamelCase notation for attribute names, compared to Dataset-XML PascalCase (e.g., clinicalData vs ClinicalData).

JSON format does not allow to specify or control order of attributes. Despite that, as most JSON engines allow to control the order of attributes, it is strongly recommended
to follow the attribute order specified in detail. Due to a possible large size of Dataset-JSON files, following the specified order will enable a software using steaming

approaches to read the file to work in an efficient and fast way.
Dataset-JSON must contain only one dataset per file.

Top Level Attributes
At the top level of Dataset-JSON object, there are technical attributes and two main optional attributes: clinicalData and referenceData, corresponding to Dataset-XML

elements. At least 1 of the main attributes must be provided. Subject data is stored in clinicalData and non-subject data is stored in referenceData.



"+ ChatGPT: What is json?

- JSON (JavaScript Object Notation) is a lightweight data interchange format
.~ that's easy for humans to read and write and easy for machines to parse
and generate.

w » JSON is commonly used to transmit data between a server and a web
.+ application, serving as an alternative to XML.

cdisc



- ChatGPT: What are advantages of json?

. Y )

5 > H_uman-Read.abIe: JSON is easy for humans to read and write due to its simple syntax, which is based on key-value
. pairs and arrays. This makes it easier to debug and understand compared to other formats like XML.
® -
Seni@) > nghtwe| ht JSON is more concise and less verbose than other data formats like XML, making it faster to transmit over networks. Its lightweight nature is
.l particularly beneficial for web applications where performance and speed are critical.

s e > Language Independence: JSON is text-based and can be easily parsed and generated by most programming languages, including Python,
f : Java, JavaScript, C#, and many others. This makes it highly interoperable across different systems and platforms.

el B Easy Parsing: Most proc?ramming languages have built-in support for JSON, allowing developers to easily parse and
o:......o convert JSON data into native data structures (e.g., objects, arrays). This reduces the complexity of working with data.

e > Stru Ctu red Data JSON can represent complex data structures, including nested objects and arrays, making it versatile for a wide range of applications,
from simple configurations to complex datasets.

; > Widel Used in Web Developme nt: JSON is the standard format for data exchange in web APIs (Application Programming Interfaces).

It is commonly used for sending and receiving data between a client (like a web browser) and a server.

: > NO Need for SChema Unlike XML, JSON does not require a predefined schema. This makes it more flexible, allowing data structures to evolve
without breaking compatibility.

> Suppor‘ts U nICOdeZ JSON natively supports Unicode, making it ideal for international applications that need to handle text in multiple languages.

‘Summary: These advantages contribute to JSON's popularity in modern software
development, particularly in web technologies and APls.

cdisc



CDISC Initiative for Adoption of Dataset-JSON
JSOM Dataset

CDISC .. - o

E adsl.json X ar

Sample Data .

{"clinicalData":{"studyOID": "CDISCPILOTO1", "metaDataVersionOID":"CDISC.ADaM.2.1","itemGroupData™:{"ADSL":{"records":2
54,"name":"ADSL","label™:"Subject-Level

. Analysis”,"items":[{"0ID":"ITEMGROUPDATASEQ", "name" : "ITEMGROUPDATASEQ", "label™:"Record
j adae Son = Identifier”,"type":"integer"},{"0ID":"ADSL.STUDYID", “name": "STUDYID","label™: "Study
'J Identifier”,"type":"string"”,"length™:12},{"0ID": "ADSL.USUBJID", "name™: "USUBJID", "label™:"Unique Subject
Identifier”,"type":"string"”,"length”:11},{"0ID": "ADSL.SUBJID", "name™:"SUBJID","label":"Subject Identifier for the
3 ADaM Study”,"type":"string"”,"length”:4},{"0ID": "ADSL.SITEID", "name":"SITEID","label™:"Study Site
. Identifier”,"type":"string”,"length”:3},{"0ID":"ADSL.SITEGR1", "name":"SITEGR1","label":"Pooled Site Group
j adsl Son 1","type":"string”,"length":3},{"0ID": "ADSL.ARM", "name": "ARM","label":"Description of Planned
'J - Arm”,"type":"string”,"length”:20},{"0ID": "ADSL.TRTO1P", "name":"TRTO1P","label™:"Planned Treatment for Period

01", "type":"string","length™:20},{"0ID": "ADSL.TRTO1PN", "name":"TRTO1PN","label":"Planned Treatment for Period 01

(N)™,"type":"integer","length":8},{"0ID": "ADSL.TRTO1A", "name": "TRTO1A","label™:"Actual Treatment for Period
. 01", "type":"string","length":20},{"0ID":"ADSL.TRTO1AN", "name":"TRTO1AN","label": "Actual Treatment for Period 01
j ae.Json (N)","type":"integer","length":8},{"0ID": "ADSL.TRTSDT", "name": "TRTSDT","label":"Date of First Exposure to
Treatment™ nteger"”,"length":8},{"0ID": "ADSL.TRTEDT", "name": "TRTEDT","label":"Date of Last Exposure to

Treatment”,"type":"integer","length":8},{"0ID": "ADSL.TRTDUR", "name": "TRTDUR","label":"Duration of Treatment
(days)","type":"integer","length":8},{"0ID": "ADSL.AVGDD", "name": "AVGDD","label":"Avg Daily Dose (as

. planned)”,"type":"float","length":8},{"0ID :"CUMDOSE", "label™: "Cumulative Dose (as
cm.Json planned)”,"type":"float","length":8},{"0ID": "ADSL.AGE", "name": "AGE","label":"Age","type":"integer","length":8},{"0ID"
:"ADSL.AGEGR1", “name": "AGEGR1","label":"Pooled Age Group
1","type"”:"string","length":5},{"0ID": "ADSL.AGEGRIN", "name": "AGEGRIN","label": "Pooled Age Group 1

SDTM (N)","type

Units™,"type

"ADSL.AGEU™, "name Fo™ Age
. ","length":5},{"0ID": "ADSL.RACE", "name™: "RACE","label":"Race", "type": "string"”,"length":32},{"0ID
dm.Json ":"ADSL.RACE :"RACEN", "label™:"Race
(N)","type":"integer","length":8},{"0ID": "ADSL.SEX", "name":"SEX","label":"Sex","type":"string"”,"length":1},{"0ID": "AD
SL.ETHNIC","name":"ETHNIC","label":"Ethnicity”,"type":"string”,"length”:22},{"0ID": "ADSL.SAFFL","name": "SAFFL","label
":"Safety Population Flag","type":"string”,"length":1},{"0ID":"ADSL.ITTFL","name":"ITTFL","1label":"Intent-To-Treat

integer"”,"length":8},{"0ID"

. Population Flag"”,"type":"string”,"length”:1},{"0ID":"ADSL.EFFFL","name":"EFFFL","label":"Efficacy Population
VS,Json Flag","type":"string”,"length"”:1},{"0ID":"ADSL.COMP8FL", "name":"COMP8FL","label":"Completers of Week 8 Population
Flag","typ tring”,"length":1},{"0ID":"ADSL.COMP16FL","nam ","label”:"Completers of Week 16 Population
Flag","typ tring”,"length":1},{"0ID":"ADSL.COMP24FL","nam ~5 Completers of Week 24 Population
Flag","type" tring”,"length":1},{"0ID":"ADSL.DISCONFL","name" ","label Did the Subject Discontinue the
Studv?”."tvpe":"string”,"length”:1},.{"0ID":"ADSL.DSRAEFL"."name" : "DSRAEFL"."1label": "Discontinued due to

cdisc Readable v/ Understandable ?



CDISC Initiative for Adoption of Dataset-JSON
JSON Imports into JMP Clinical

E B8 Add Study - JMP Clinical = (]

: *Study Name
é'LDTM Folder . J M P . File Edit  View
| .] SO N HBrowse...l \
e Selected SDTM Domains

i .SAS7dbat

XPT

= aejson cm.json dm.json vs.json

V]
—
)
o
I
—
<
=
=t
o
=

*: [{"0ID": "ITEMGROUPDATASEQ", "name" : "ITEMGROUPDATASEQ", "label™:
Identifier”,"type":"integer"},{"0ID":"IT.VS.STUDYID", “name": "STUDYID","label":
Identifier”,"type":"string”,"length":12},{"0ID":"IT.VS.DOMAIN", "name" : "DOMAIN","1
Abbreviation”."tvoe":"string"."length":2}.{"0ID": "IT.VS.USUBJID". "name": "USUBIID"

Public
Parsing Available
jsl

®-
- ADaM Folder

HBrowse...I Vi

Selected ADaM Domains

® ~8ae bl < =
Locked File C\Prog| <, 5 g STUDYID DOMAIN USUBJID AESEQ AETERM AEDECOD AEHLT AEHLGT
» Sour eoyD DOMAIN. R L, DETERM [ ARDECOD. AR L =
. > Qem Pl &
- Locked File C:\Prog| 5, 5 | STUDYVID DOMAIN USUBJID CMSEQ CMTRT CMDECOD CMCAT
> Source — — — e —
B dm - JMP Clrica
> Advanced |
>l Columns (| =S dm K g
a 8 Locked File C\Prog| 5, 5 . RFENDTC SITEID |
s & STUDYID P Source Shm et
Make this the current study & DOMAINY o
. ) & USUBJID ¥ !
Close this window after adding study dAgseq = Columt = s LE =
® A AETERM{gR Locked File CA\Prog| 5, 5 ~ STUDYID DOMAIN |USUBJID VSSEQ |VSTESTCD VSTEST

Warning: To prevent name collisions, close all IMP data tables that have same names as the files you
are trying to add.

Easy Parsing«/




Conclusions

1. FDA values Al for drug discovery and development (DDD)
with official documents and many research papers.

2. Al can apply to difference DDD stages: Text Explorer +
XGBosst in JMP Pro can generate a similar or slight better
ACC than BERT from Google without coding.

3. CDISC promotes JSON data format for its flexibility,
readability, and broad support across different programming
environments.
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