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What is Artificial Intelligence?

• Goal: Implementation of intelligence into 

Computers

• Starts from the introduction of computers 

(in 1950’s):  switch on-off   Boolean

• The word “Artificial Intelligence” is 

declared during Dartmouth Conf in 1956.



AI: booming?

• AI players beat the major champions in 

Chess, Shogi and Igo.

• The point is:

• High speed computation

• Electronic playing records

• Generative AI (ChatGTP)

• Various data stored as digital texts 

• Learning from  digital texts 

• Large linguistic model  (LLM)

• AI application areas are growing. 



Past:  Four Classical Problems
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Four Classical Problems in AI

• Intelligent Game: Chess (Shogi, Igo) 

• Problem Solving

• Automated Diagnosis

• Machine Translation

• Translation from Japanese to English

• Turing test (Interactive AI)
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Intelligent Games

• Chess:  beats the world champion in 1997.

• Read ahead in chess moves deeper

• Refining evaluation functions

           (Contribution of Machine Learning: 0%)

• Shogi:  beats the champion in 2015. 

• Learning the evaluation function from 

records  /  Parallel Learning

(Contribution of ML: 30%)

• Igo:  2017

• Deep Learning

(Contribution of ML: 100%) 107



Automated Diagnosis

• Implementation of reasoning of domain 

experts 

• MYCIN:  Diagnosis of bacterial infection 

(1973)

• Rule-based system.

• The system can only diagnose typical 

cases and does not learn from failure.

• → Machine Learning needed.

• Difficult to diagnose images, waveform 

and time series (multi-media). 8



MYCIN

• Shortliffe, Buchnan: Stanford University AI Group

• Rule-based diagnosis of bacterial infection 

• Consists of 500 rules 

• Accuracy: 65% ( Domain experts: 80%)

(defrule 165

if (gram organism is pos)

(morphology organism is coccus)

(growth-conformation organism is chains)

then .7

(identity organism is streptococcus))
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Limitations of Expert System (’80s)

• Redundant Inputs

• Can diagnose only typical cases

– Difficult to diagnose complicated cases

• No support for whole decision processes

• Diagnosis => Therapy

• Cannot learn from failures.

• Users learn the reasoning rules of the 

system.

– Application domains: limited.
1010



Progress in AI research

Failure of Expert systems
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Present:

Machine Learning

Generative AI
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Automated Diagnosis (2)

• Diagnosis from symptoms and 

laboratory examinations (Classical ML)

• Almost solved in 2000’s.

• The methodologies apply to E-

commerce in Google and Amazon.

• Collaborative filtering, 

Personalization

• However, diagnosis from images 

and/or  waveform : still difficult in 

2000’s.
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Automated Diagnosis (3)

• Deep Learning improves the precision of 

image diagnosis  in 2010’s.

• Method:

• Developed filtering technologies are 

integrated into one packages: reuse.

• Hint: vision recognition model

• Transfer learning
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Neural Network

Backpropagation      Deep Neural Network

Input Mid Output
Input Multiple Mid Output



「猫」

Vision Recognition Model

(Deep Learning with R and Keras)



• CNN

• Image recognition: higher than previous 

methods (70%=> 90%)

• High Precision:  voice Recognition, wave analysis

• Image, Sound, ECG, …..

• Pre-Training  + Fine tuning

• available for future use

• For logical analysis, the performance is not as 

good as conventional methods.

Deep Learning



Fine Tuning: Reuse of Past Learning Results

図3-1 ネットワーク、階層、損失関数、最適化器の関係

Convolution Layer1：Freezed

Conv. Layer 2：Freezed

Conv. Layer 3: Freezed

Conv. Layer 4: Freezed

Conv. Layer 5: Fine Tuning

Output Layer: Fine Tuning
(Deep Learning

with R and 
Kerase)



Generative AI

• Generation
• Generate new knowledge from existing data 

and knowledge

• Present generative AI:

• Generation model:  images,….

• Diffusion Model

• Transfer model:  machine translation

• Transformer, GPT, ChatGPT
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Machine Translation (1)

• Japanese → English

• 我が輩は猫である。→ I am a cat.

• Process:  

• Syntactic analysis/ morphological analysis

(segmentation of sentences)

• => Search for Corresponding Words 

• => Generation of English Sentence

28



Machine Translation (2)

• 1990’s : Probabilistic model for syntax 

Analysis  (Hidden Markov model)

• 2000’s:  Linguistic databases (Corpus)

Vector representation

• 2010’s: Deep learning

• First, RNN/LSTM  (sequential)

• Transformer  / Encoder-Decoder

• BERT, GPT-2

• Points: words are represented by 

numeric vectors.
29



Machine Translation (3)

• Transformer (2017):  Google

30

Encoder

我が輩は猫である。

I am a cat.

Decoder



Machine Translation (4)
• BERT (2018):

• Pre-training + Fine Tuning

• Pre-training: general linguistic rules

• firstly exceeds Human score at the benchmark.

• GPT-2 (2019):

• Only Decoder-type

• Number of Parameter 

• GPT-3 (2020):

• #Parameter: 170billion→ ChatGPT

• Learned general linguistic rules: Fundamental 

model of language ?
31



Interactive  AI

• One Goal is to make a Chatbot

• 1950’s:  ELIZA:  only keywords bounced 

back

• ChatGPT (2022)

• Almost subjects are covered 

• It  seems that ChatGTP will pass the 

Turing test

32



Interactive AI

• Turing Test (1950)

• Proposed by Alan Turing

• The Turing Test, proposed by the British mathematician and 

computer scientist Alan Turing in 1950, is a measure of a 

machine's ability to exhibit intelligent behavior equivalent to, or 

indistinguishable from, that of a human. In the test, a human 

evaluator interacts with both a machine and a human through a 

computer interface without knowing which is which. If the 

evaluator cannot reliably tell the machine from the human based 

on their responses, the machine is considered to have passed 

the test and demonstrated human-like intelligence. The Turing 

Test is a fundamental concept in the field of artificial intelligence 

and explores the possibility of machines thinking and 

understanding like humans.
33



Turing Test

34

The "standard interpretation" of 

the Turing test, in which player 

C, the interrogator, is given the 

task of trying to determine which 

player – A or B – is a computer 

and which is a human. The 

interrogator is limited to using 

the responses to written 

questions to make the 

determination.

From Wikipedia 



Interactive  AI

• One Goal is to make a Chatbot

• 1950’s:  ELIZA:  only keywords bounced 

back

• ChatGPT (2022)

• Almost subjects are covered 

• It  seems that ChatGTP will pass the 

Turing test
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Chat GPT

• It has been expected that learning from large 

scale data will make a good interactive AI system

• ⇒ but troublesome

• Open AI uses GPT to learn from 10,000 books 

and internet data and develops an interactive 

system (ChatGPT).

• The results are more than expected.

• Performance of translation: significantly 

improved.

• Answers all varieties of questions.

• Acquires “World model” based on linguistic 

data => Large Linguistic Model (LLM)
36



Interestingly, 

• Chat GPT almost passes the Turing Test

• Chat GPT shows the validity of Tractatus Logico-

Philosophicus, by Ludwig Wittgenstein.

• Sentence (segmentation)  => Word Usage => Logical 

Form=> Sentence  Generation

37

3.326 In order to recognize the symbol in the sign we must consider

the signicant use.
3.327 The sign determines a logical form only together with its logical
syntactic application.

3.328 If a sign is not necessary then it is meaningless. That is the
meaning of Occam's razor.

(If everything in the symbolism works as though a sign had
meaning, then it has meaning.)
3.33 In logical syntax the meaning of a sign ought never to play a

rôle; it must admit of being established without mention being
thereby made of the meaning of a sign; it ought to presuppose

only the description of the expressions.



Chat GPT (2)

• Scaling Law:  exponential growth of parameters will gain 

the performance exponentially.
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Large Linguistic Model (LLM)

• All the linguistic info are represented by numerical 

vectors.

• LLM stores almost all the information of vectors.

• Relations between words.

39

LLM



Before LLM

• We need to make a program that learns 

knowledge about relations of words.

40



What we learn from LLM
Various representation can learn and store as 

templates of vectors.
"It can store and learn various expressions like templates. It 

can also learn which words to fill in the templates → meaning 

that it can also learn dependency structures and more."
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Four Clasical Problems in AI

• Intelligent game:

• Almost achieved.

• Problem dolving

• Image and waveform also improved

• Machine translation

• Improved

• Turing test  (Interactive AI):  

• Almost Pass?
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Future ?
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Future for Data Processing 

• AI for Data Preprocessing 

• Calculation of propensity score

• From logistic to deep learner

• Transformation of data 

• From Text to Data   (by LLM? )

• Multi-modal analysis

• From Image/Audio  to Text

• ( Fine-Tuning: Transfer Learning )
46



Logistic Regression as Perceptron

Input Output

• Logistic Regression: 

Classical Perceptron

• Logistic regression used for 

• calculation of propensity score

• => It may be strengthen by deep 

learning method



LLM for Data Transfomration

• LLM can be used for extraction of data from texts.

• LLM can learn the transformation of data format.

48

LLM



Toward (Multi-modal )Diagnosis 

• Input:  Natural Language Text, 

Numerical Data, Images, Wave ….

• Data should be converted in Vector, 

Matrix or Tensor

• Still beginning



Multi-Modal Deep Learning 

(Proposal)

X-ray, US

(Images)

ECG

(Wave)

Laboratory
Exam.

Observation
All the data will be encoded 

as 

vectors or tensors.

Modality-based or Integrated ?



Image + Text 

• Input

– X-Ray images

– Radiological Reports (Text)

• Learning medical visual representation

• Image Encoder + Text Encoder

– Interaction between encoders 

• Cross-Attention

• Target

– Medical Image Classification

– Medical Object Detection

– Medical Semantic Segmentation 



Image + Text  

Multi-Granularity Cross-modal Alignment for Generalized Medical Visual 
Representation Learning

Fuying Wang, Yuyin Zhou, Shujun Wang, Varut Vardhanabhuti, Lequan Yu

arXiv: 2210.06044v1 12 Oct 2022   (NeuroIPS 2022)



Image + Text  

Multi-Granularity Cross-modal Alignment for Generalized Medical Visual Representation Learning

Fuying Wang, Yuyin Zhou, Shujun Wang, Varut Vardhanabhuti, Lequan Yu

arXiv: 2210.06044v1 12 Oct 2022   (NeuroIPS 2022)



Summary

• Artificial Intelligence

– Four classical problems 

• Machine Learning

– has empowered AI systems

• Generative AI

– ChatGPT   (LLM)

• Future: AI for Data Preprocessing
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