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What is Artificial Intelligence?

* Goal: Implementation of intelligence into
Computers

« Starts from the introduction of computers
(in 1950’s): switch on-off < Boolean

* The word “Artificial Intelligence” is
declared during Dartmouth Conf in 1956.



Al: booming?

* Al players beat the major champions In
Chess, Shogi and Igo.
* The point is:
* High speed computation
» Electronic playing records
* Generative Al (ChatGTP)
» Various data stored as digital texts
* Learning from digital texts
» Large linguistic model (LLM)
* Al application areas are growing.




Past: Four Classical Problems



Four Classical Problems in Al

Intelligent Game: Chess (Shogi, 1go)

Problem Solving
* Automated Diagnosis

Machine Translation
* Translation from Japanese to English

Turing test (Interactive Al)



Intelligent Games

* Chess: beats the world champion in 1997.
 Read ahead Iin chess moves deeper
* Refining evaluation functions
(Contribution of Machine Learning: 0%)
* Shogi: beats the champion in 2015.

* Learning the evaluation function from
records / Parallel Learning
(Contribution of ML: 30%)

* |go: 2017

* Deep Learning

(Contribution of ML: 100%) 107



Automated Diagnosis

Implementation of reasoning of domain
experts

MYCIN: Diagnosis of bacterial infection
(1973)

* Rule-based system.

The system can only diagnose typical
cases and does not learn from failure.

« — Machine Learning needed.
Difficult to diagnose images, waveform
and time series (multi-media).



MYCIN

Shortliffe, Buchnan: Stanford University Al Group

Rule-based diagnosis of bacterial infection
Consists of 500 rules
Accuracy: 65% ( Domain experts: 80%)

(defrule 165
If (gram organism is pos)
(morphology organism is coccus)
(growth-conformation organism is chains)
then .7
(identity organism Is streptococcus))




Limitations of Expert System ('80s)

* Redundant Inputs

» Can diagnose only typical cases
— Difficult to diagnose complicated cases

* No support for whole decision processes
« Diagnosis => Therapy
* Cannot learn from failures.

» Users learn the reasoning rules of the
system.

— Application domains: limited.

10
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Progress in Al research

Failure of Expert systems

| . 1980

Reasoning/Knowledge Knowledge

Acquisition
Nonmonotonic
Agent Bayesian Reasoning Machine
Causal Learning
Network l

Ontology Deep Le.arning
Software Agent Generative Al



Present:
Machine Learning
Generative Al



Al MapgB 2.0
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Flow of intelligence activity

Al research sees human activity as a flow consisting of a combina-
tion of many intellectual activities. There are research fields that cor-
respond to each step in this flow. Humans perceive and interpret the Al Integration

visual image, pay attention to the required information, evaluate the
information based on the selected information, form an intention, Artificial General Evolution, Growth — -
. . . Intelligence Application of Al to society
and decide a series of operation sequences. For example, let’ S con-
sider a fellow researcher who approaches while holding out his right alelemeptaliechnplooles
hand. | recognize the right hand approaching and identify the person Creation m o Application to each field of Al
- . . . . iscovery,
as non—Jap.anese. In addition, hIS expreslsmn |s.fr\endly. | .remember e / . Search
that there is a custom of shaking hands in foreign countries. | com- Language / Reasoning e
bine th iti d . f . 66 @ Prediction Influence of Al
ine the recognition, and construct a series of actions, such as put- |Intention format|0n| | Evaluation |
ting out my right hand, smiling while making eye contact, and shak-
ing his hand. - - ;
|Operatlon Select\on| | Interpretation I
. - Reliability
Al also needs to work with humans by communicating with the Bady, Motion l I Cognition e o
. . : : aluation a erificatiol
people around it, and this involves many areas of research. For [ Execution | [ Perception | Int | e
. . } i nterna
example, one area of research studies the interaction and dialogue l T environment
between humans and robots with physical bodies. B 2
environment
In addition, many new research fields are emerging that examine how [ ] Human, Interaction. ey —
humans view Al. Research is also required on the appropriate use of Robot, Agent Information

Al, and includes evaluating Al’ s reliability and operability. |_| Cognitive science

Media

Novices can learn about applications and activities related to their Relationship between Al and people

academic fields. For those who are already researching a certain
field, the map can show related Al research themes and highlight

possible partners for collaboration.

he Japanese Society for Artificial Intelligence




Al Integration

Artificial General
Intelligence

Cognitive architecture

Evolution, Growth

Evolutionary comp.
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Singularity
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Knowledge,
Language
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Computational neuroscience
Knowledge graph

Intention formation

Creation

Objective

Semantic web

Logic programming

| e

Planning
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Body, Motion
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Execution
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Deductive inference
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Natural language
processing
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Behavior estimation

Al elemental
technologies

Discovery, .
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Understanding of meaning

Knowledge discovery

atio Concept learning | Knowledge acquisition
Prediction
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Deep Learning
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Learning Anomaly detection
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Y Segmentation
Clusterin "
Gesture recognition
, . Coanition Touch, taste
Perception g and smell recognition

Image recognition

Computer vision

Speech recognition

Internal

Signal recognition k
environment

Embodiment
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Robot, Agent

External
environment

Human Interface
Human computation

Triggers for Behavior Change

Knowledge sharing

Human, Interaction,
Information

HRI

Machine translation

Intelligent user interface

Expert system

Interaction

Behavioral economics

Intelligent tutoring system M Relationship between Al and people

¢ The Japanese Society for Artificial Intelligence

RENG NG Al ethics
RMGIEINY  Reliability

Al evaluation/validation
Information visualization

- Media
> Music and Al | Recommendation system
Media synthesis Creativity
Turing test

Application of Al to society

Automated driving system

Al for medical care | Agriculture and Al

Influence of Al

Al lifecycle

Legal Al

Privacy preserving
data mining
Explainability
Machine Learning
Evaluation Engineering
and verification

Software engineering

/

Brain science
Cognitive science

Brain science

Cogpnitive science

Cognitive neuroscience
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Automated Diagnosis (2)

* Diagnosis from symptoms and

laboratory examinations (Classical ML)

* Almost solved in 2000's.

* The methodologies apply to E-
commerce in Google and Amazon.
* Collaborative filtering,

Personalization

* However, diagnosis from images
and/or waveform : still difficult in
2000’s.

18



Automated Diagnosis (3)

Deep Learning improves the precision of
image diagnosis in 2010’s.

Method:
* Developed filtering technologies are
Integrated Into one packages: reuse.

* Hint: vision recognition model
* Transfer learning

19



Neural Network

Input Mid  Output Input  Multiple Mid Output

Backpropagation Deep Neural Network



Vision Recognition Model

0, v @)
N
A= = AL

°o

(Deep Learning with R and Keras)



Deep Learning

CNN

* Image recognition: higher than previous
methods (70%=> 90%)

High Precision: voice Recognition, wave analysis
* Image, Sound, ECG, .....

Pre-Training + Fine tuning

« available for future use

For logical analysis, the performance Is not as
good as conventional methods.



Fine Tuning: Reuse of Past Learning Results
Convolution Layerl: Freezed

Conv. Layer 2:Freezed

Conv. Layer 3: Freezed

Conv. Layer 4: Freezed

Conv. Layer 5: Fine Tuning

MaxPooling2D

(Deep Learning — : i
with R and Output Layer: Fine Tuning
Kerase)




Generative Al

e (Generation

* Generate new knowledge from existing data
and knowledge

* Present generative Al:
* (Generation model: images,....
* Diffusion Model
 Transfer model: machine translation
 Transformer, GPT, ChatGPT

24



Machine Translation (1)

« Japanese — English
« EAEIIHETHS, » |amacat.

* Process:
» Syntactic analysis/ morphological analysis
(segmentation of sentences)
« => Search for Corresponding Words
« => Generation of English Sentence

28



Machine Translation (2)

1990’s : Probabilistic model for syntax
Analysis (Hidden Markov model)
2000’s: Linguistic databases (Corpus)
Vector representation
2010’s: Deep learning
* First, RNN/LSTM (sequential)
» Transformer / Encoder-Decoder
 BERT, GPT-2
Points: words are represented by
numeric vectors.

29



Machine Translation (3)

* Transformer (2017). Google

| am a cat.
|
I i |
‘ ‘ ‘ Decoder
Encoder | |
| | |
i 1
|

EMNEFETHS,

30



Machine Translation (4)
BERT (2018):
* Pre-training + Fine Tuning
* Pre-training: general linguistic rules
 firstly exceeds Human score at the benchmark
GPT-2 (2019).
* Only Decoder-type
 Number of Parameter
GPT-3 (2020).
« #Parameter: 170billion— ChatGPT
Learned general linguistic rules: Fundamental
model of language ?

31



Interactive Al

e One Goal is to make a Chatbot

« 1950’s: ELIZA: only keywords bounced
back
 ChatGPT (2022)
« Almost subjects are covered
* |t seems that ChatGTP will pass the
Turing test

32



Interactive Al

Turing Test (1950)
* Proposed by Alan Turing

The Turing Test, proposed by the British mathematician and
computer scientist Alan Turing in 1950, is a measure of a
machine's ability to exhibit intelligent behavior equivalent to, or
iIndistinguishable from, that of a human. In the test, a human
evaluator interacts with both a machine and a human through a
computer interface without knowing which is which. If the
evaluator cannot reliably tell the machine from the human based
on their responses, the machine is considered to have passed
the test and demonstrated human-like intelligence. The Turing
Test is a fundamental concept in the field of artificial intelligence
and explores the possibility of machines thinking and

understanding like humans.
33



Turing Test

The "standard interpretation” of
the Turing test, in which player
C, the interrogator, Is given the
task of trying to determine which
player — Aor B — Is a computer
and which is a human. The
Interrogator is limited to using
the responses to written
guestions to make the
determination.

A

S —————— |

I

From Wikipedia 34



Interactive Al

e One Goal is to make a Chatbot

 1950’s: ELIZA: only keywords bounced
back
 ChatGPT (2022)
» Almost subjects are covered
* |t seems that ChatGTP will pass the
Turing test

35



Chat GPT

It has been expected that learning from large

scale data will make a good interactive Al system

= Duttroublesome

Open Al uses GPT to learn from 10,000 books

and internet data and develops an interactive

system (ChatGPT).

The results are more than expected.

« Performance of translation: significantly
Improved.

« Answers all varieties of questions.

* Acquires “World model” based on linguistic
data => Large Linguistic Model (LLM)

36



Interestingly,

Chat GPT almost passes the Turing Test

Chat GPT shows the validity of Tractatus Logico-
Philosophicus, by Ludwig Wittgenstein.

Sentence (segmentation) => Word Usage => Logical
Form=> Sentence Generation

3.326 In order to recognize the symbol in the sign we must consider
the signicant use.

3.327 The sign determines a logical form only together with its logical
syntactic application.

3.328 If a sign is not necessary then it is meaningless. That is the
meaning of Occam's razor.

(If everything in the symbolism works as though a sign had

meaning, then it has meaning.)

3.33 In logical syntax the meaning of a sign ought never to play a
role; it must admit of being established without mention being
thereby made of the meaning of a sign; it ought to presuppose 37
only the description of the expressions.



Chat GPT (2)

« Scaling Law: exponential growth of parameters will gain
the performance exponentially.

[llustration of Scaling Laws in Al
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Large Linguistic Model (LLM)

All the linguistic info are represented by numerical
vectors.

L LM stores almost all the information of vectors.
 Relations between words.

J

RAVEBEDFRIE (NVEF)

Transformer L L M

ATBEDAS

39



Before LLM

We need to make a program that learns
knowledge about relations of words.

HES
=

RAVEBD
—a—-I0hRybI7—2

HIBIEMIASH
(word2vec)

ATIX




What we learn from LLM

Various representation can learn and store as

templates of vectors.

"It can store and learn various expressions like templates. It
can also learn which words to fill in the templates — meaning
that it can also learn dependency structures and more."

T

5 [SEP]




Four Clasical Problems in Al

Intelligent game:
» Almost achieved.

Problem dolving

* Image and waveform also improved
Machine translation

* Improved

Turing test (Interactive Al):

* Almost Pass?

44



Future ?

45



Future for Data Processing

* Al for Data Preprocessing

» (Calculation of propensity score

* From logistic to deep learner
» Transformation of data

 From Textto Data (by LLM?)
* Multi-modal analysis

 From Image/Audio to Text

* ( Fine-Tuning: Transfer Learning )

46



Logistic Regression as Perceptron

Output

Logistic Regression:
Classical Perceptron

Logistic regression used for
calculation of propensity score
=> |t may be strengthen by deep
learning method



LLM for Data Transfomration

« LLM can be used for extraction of data from texts.
« LLM can learn the transformation of data format.

J

RAVEBEDFRIE (NVEF)

Transformer L L M

ATBEDAS

48




Toward (Multi-modal )Diagnosis

nature mEdiCine View all journals Q Search Log in

Explore content ¥  About the journal ¥ Publish with us v Sign up for alerts £} RSS feed

nature > nature medicine > review articles > article

Review Article ‘ Published: 07 January 2019
High-performance medicine: the convergence of 1w have l acess totis aricle v Shimane
human and artificial intelligence

Download PDF
Eric J. Topol =

Nature Medicine 25, 44-56 (2019) ‘ Cite this article Associated content

195k Accesses ‘ 2343 Citations | 2361 Altmetric | Metrics .
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Multi-Modal Deep Learning

(Proposal)
- i
ity- ?
x-ray, US I -z Modality-based or Integrated “
(Images)| g =
i
=
ECG —
(Wave) -
Laboratory
xam. All the data will be encoded
Observation e

Vectors or tensors.



Input

Image + Text

— X-Ray images
— Radiological Reports (Text)
Learning medical visual representation

Image Encoder + Text Encoder

— Interaction between encoders
* Cross-Attention

Target

— Mec
— Mec

— Meg

Ica
Ica
Ica

Image Classification
Object Detection
Semantic Segmentation



Image + Text
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is : bibasilar cardiomegaly i is} ¢ ardiomegaly | was mild cardiomegaly is} cardiomegaly ! was mild
theleft... | seen . : now .. : : now ... !

Radiograph cardiomegaly is Persistent cardiomegaly ... F Extensive consolidation has
now accompanied by Small pleural effusion ... developed ...
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Moderate left pleural consolidation ... Moderate left pleural
effusion ... Left lower lobe atelectasis ... effusion ...
-l
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Pathological
region-level

Persistent cardiomegaly ... Persistent cardiomegaly ... Persistent cardiomegaly ... Persistent cardiomegaly ...
Small bilateral pleural ... Small pleural effusion ... Small pleural effusion ... Small pleural effusion ...
Rapidly developing areas of Rapidly developing areas of Rapidly developing areas of Rapidly developing areas of
consolidation ... consolidation ... consolidation ... consolidation ...

Left lower lobe atelectasis .. Left lower lobe atelectasis ... Left lower lobe atelectasis ... Left lower lobe atelectasis ...

Figure 1: The multi-granularity (disease-level, instance-level, and pathological region-level) semantic
correspondences across medical images and radiology reports.

Multi-Granularity Cross-modal Alignment for Generalized Medical Visual
Representation Learning

Fuying Wang, Yuyin Zhou, Shujun Wang, Varut Vardhanabhuti, Lequan Yu
arXiv: 2210.06044v1 12 Oct 2022 (NeurolPS 2022)



Image + Text

Prototype

/

/
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prediction

Chest X-ray
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Similarity matrix
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F 3
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’ ° epo —

left basilar atelectasis ... }-I — representation Clustering

Mild bibasilar .. Z;

Mild bibasilar atelectasis ... | r )
Text Encoder | CTA: Cross-attention-based token-wise alignment |
! ITA: Instance-wise image-text alignment }

Increase Mild atelectasis ... ;
| CPA: Cross-modal prototype alignment

Figure 2: Illustration of our proposed multi-granularity cross-modal alignment framework. CTA,
ITA, and CPA represent token-wise alignment, instance-wise alignment, and prototype (disease)-level
alignment respectively. The green arrow represents information flow of visual features, while the

purple arrow represents information flow of textural features.

Multi-Granularity Cross-modal Alignment for Generalized Medical Visual Representation Learning
Fuying Wang, Yuyin Zhou, Shujun Wang, Varut Vardhanabhuti, Lequan Yu
arXiv: 2210.06044v1 12 Oct 2022 (NeurolPS 2022)




Summary

Artificial Intelligence

—Four classical problems
Machine Learning

—has empowered Al systems
Generative Al

— ChatGPT (LLM)

Future: Al for Data Preprocessing

54
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